Towards robust quantification and reduction of uncertainty in hydrologic predictions: Integration of particle Markov chain Monte Carlo and factorial polynomial chaos expansion
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A B S T R A C T

The particle filtering techniques have been receiving increasing attention from the hydrologic community due to its ability to properly estimate model parameters and states of nonlinear and non-Gaussian systems. To facilitate a robust quantification of uncertainty in hydrologic predictions, it is necessary to explicitly examine the forward propagation and evolution of parameter uncertainties and their interactions that affect the predictive performance. This paper presents a unified probabilistic framework that merges the strengths of particle Markov chain Monte Carlo (PMCMC) and factorial polynomial chaos expansion (FPCE) algorithms to robustly quantify and reduce uncertainties in hydrologic predictions. A Gaussian anamorphosis technique is used to establish a seamless bridge between the data assimilation using the PMCMC and the uncertainty propagation using the FPCE through a straightforward transformation of posterior distributions of model parameters. The unified probabilistic framework is applied to the Xiangxi River watershed of the Three Gorges Reservoir (TGR) region in China to demonstrate its validity and applicability. Results reveal that the degree of spatial variability of soil moisture capacity is the most identifiable model parameter with the fastest convergence through the streamflow assimilation process. The potential interaction between the spatial variability in soil moisture conditions and the maximum soil moisture capacity has the most significant effect on the performance of streamflow predictions. In addition, parameter sensitivities and interactions vary in magnitude and direction over time due to temporal and spatial dynamics of hydrologic processes.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Hydrologic systems involve dynamic interactions between water, climate, vegetation, and soil processes. Hydrologic models typically conceptualize the complex behavior of hydrologic systems by using mathematical equations, in which model parameters represent temporal and spatial variability in watershed characteristics that cannot be observed or measured explicitly. As a result, the predictive performance of hydrologic models is inevitably affected by various sources of uncertainty, including the descriptions of boundary and initial conditions, the errors in model forcing data and output observations, inaccurate parameter estimates, and model structural deficiencies (Ajami et al., 2007; DeChant and Moradkhani, 2014). Therefore, robust quantification and reduction of uncertainties are necessary to improve the reliability of hydrologic predictions.

Over the past few decades, tremendous efforts have been made in the development of data assimilation techniques for addressing various sources of uncertainty in hydrologic modeling (Liu and Gupta, 2007; Ryu et al., 2009; Gharamti et al., 2013; Abaza et al., 2014; Panzeri et al., 2014; Randrianasolo et al., 2014; Sun et al., 2015; Xu and Gómez-Hernández, 2015). Data assimilation techniques are recognized as a powerful tool for probabilistic hydrologic predictions through recursively updating model states and parameters when new observations become available. Previously, the ensemble Kalman filter (EnKF) introduced by Evensen (1994) was the most commonly used technique for uncertainty assessment of hydrologic model parameters and state variables due to its attractive features of real-time adjustment and efficient implementation (Reichle et al., 2002; Moradkhani et al., 2005b; Xie and Zhang, 2010; Cammalleri and Ciraolo, 2012; Rafieeinasab et al., 2016).
In recent years, the particle filter (PF) technique has been introduced as an attractive alternative to remove the unrealistic Gaussian assumption of the EnKF, improving the reliability of hydrologic predictions. The PF is able to fully represent the posterior distributions of model parameters and state variables through a number of independent random samples called particles, and the particles are weighted and propagated sequentially by assimilating available observations. Over the past few years, the PF and its variants have been receiving increasing attention from the hydrologic community due to its ability to properly estimate the state of non-linear and non-Gaussian systems (Weerts and El Serafy, 2006; Smith et al., 2008; Salamon and Feyen, 2009; DeChant and Moradkhani, 2012; Dumeadah and Coulibaly, 2013; Bi et al., 2015; Moradkhani et al. (2005a) introduced a PF with sampling importance resampling (PF-SIR) algorithm for uncertainty assessment of hydrologic model states and parameters. To further improve the PF-SIR algorithm, Moradkhani et al. (2012) proposed a PF with a Markov chain Monte Carlo (PF-MCMC) algorithm to increase parameter diversity within the posterior distribution, reducing the risk of sample impoverishment and leading to a more accurate streamflow forecast. Plaza Guingla et al. (2013) proposed two alternatives that included a resample-move step in the standard PF and an optimal importance density function in the Gaussian PF to improve the effectiveness of the PF. Vrugt et al. (2013) combined the strengths of sequential Monte Carlo sampling and the MCMC simulation with the DiffiRental Evolution Adaptive Metropolis (DREAM) algorithm for the joint estimation of hydrologic model parameters and state variables. Yan et al. (2015) used the PF-SIR and PF-MCMC algorithms to estimate soil moisture states and soil hydraulic parameters through assimilating remotely sensed near-surface soil moisture measurements.

The PF has been introduced as a powerful tool to reduce uncertainty in the joint estimation of hydrologic model parameters and state variables through sequential assimilation of observations. When the posterior distributions of model parameters are derived from the PF, uncertainty is propagated through the hydrologic models, leading to probabilistic hydrologic predictions. In addition, model parameters are correlated with each other in the uncertainty propagation process, and their interactions have significant impacts on the predictive performance. Therefore, it is necessary to reveal the forward propagation and evolution of parameter uncertainties and their interactions after the data assimilation operation, leading to a robust quantification and reduction of uncertainty in hydrologic predictions.

Polynomial chaos expansion (PCE) techniques have been extensively used to represent stochastic processes through the propagation of random uncertainties in dynamic systems (Xiu and Karniadakis, 2002; Marzouk and Najm, 2009; Najm, 2009; Konda et al., 2010; Oladyshkin et al., 2011). In recent years, the PCEs have attracted increased attention in hydrologic studies (Lin and Tartakovsky, 2009; Müller et al., 2011; Ciriello et al., 2013; Sochala and Le Maître, 2013; Dai et al., 2016). Fajraoui et al. (2011) used global sensitivity analysis in conjunction with the PCE methodology to provide valuable information for the interpretation of transport experiments in laboratory-scale heterogeneous porous media. Rajabi et al. (2015) used the non-intrusive PCE for efficient uncertainty propagation and moment independent sensitivity analysis of seawater intrusion simulations. Wang et al. (2015b) developed a polynomial chaos ensemble hydrologic prediction system for efficiently quantifying uncertainties in hydrologic predictions. Consequently, the PCE is recognized as a promising technique for explicitly revealing the propagation of uncertainty through hydrologic models and for efficiently quantifying uncertainty in hydrologic predictions.

In this work, we propose a unified probabilistic framework to robustly quantify and reduce uncertainties in hydrologic predictions. In the unified probabilistic framework, a particle Markov chain Monte Carlo (PMCMC) algorithm will be first used to infer the posterior distributions of hydrologic model parameters through sequential assimilation of available observations. After the data assimilation operation, a factorial polynomial chaos expansion (FPCE) technique will then be introduced to examine the forward propagation and evolution of uncertainty by revealing complex parameter interactions and their impacts on the predictive performance of hydrologic models. In addition, a Gaussian anamorphosis technique will be used to establish a seamless bridge between the data assimilation using the PMCMC and the uncertainty propagation using the FPCE through a straightforward transformation of posterior distributions of model parameters. The proposed unified probabilistic framework will be applied to predict daily streamflow in the Xiangxi River watershed which is located in the Three Gorges Reservoir (TGR) region, China. This paper is organized as follows. Section 2 introduces the proposed unified probabilistic framework for robustly quantifying uncertainties in hydrologic predictions. Section 3 provides details on the study area and the experimental setup. Section 4 presents a systematic analysis of sequential streamflow assimilation and uncertainty quantification along with a thorough discussion on the recursive inference of model parameters and the explicit characterization of parameter interactions. Finally, conclusions are drawn in Section 5.

2. Development of a unified probabilistic framework

The unified probabilistic framework merges the strengths of the PMCMC and the FPCE algorithms for robustly quantifying and reducing uncertainties in hydrologic predictions. A general overview of the steps involved within the unified probabilistic framework is provided as follows: (1) inference of model parameters and state variables through sequential data assimilation using the PMCMC; (2) transformation of irregular posterior distributions of model parameters into standard normal distributions using the Gaussian anamorphosis technique; (3) characterization of uncertainty propagation and evolution using the FPCE technique; (4) quantification of uncertainties in hydrologic predictions through the propagation of parameter uncertainties; and (5) examination of sensitivities of hydrologic model parameters and their interactions that affect the predictive performance using factorial analysis.

2.1. Particle Markov chain Monte Carlo

The PF technique is recognized as an effective means to remove the unrealistic assumption of Gaussian errors involved in hydrologic modeling, improving the robustness of hydrologic predictions. The PF is a sequential Monte Carlo approach that can be used to implement a recursive Bayesian filter through Monte Carlo simulations, by which the posterior distributions of state variables are represented by a set of random particles with corresponding importance weights (Bi et al., 2015). Thus, the most important concept in the particle filtering is the sequential importance sampling (SIS) used for estimating the particle weights in a recursive form. To better understand the SIS algorithm, the hydrologic model can be formulated as follows:

\[
\mathbf{x}_{t+1} = f(\mathbf{x}_t, \mathbf{u}_{t+1}, \mathbf{\theta}_{t+1}) + \mathbf{a}_{t+1}, \mathbf{a}_{t+1} \sim N(0, \text{Var}_{t+1})
\]  

(1)
where \( i \) and \( t \) denote the ensemble number and the time step, respectively; \( x_{t}^{i} \) and \( x_{t+1}^{i} \) represent the posterior model states at the previous time step and the predicted model states at the current time step, respectively; \( f \) represents the forward model that propagates the system states from time \( t \) to \( t+1 \) in response to model inputs \( u_{t+1} \) and parameters \( \theta_{t+1}, \sigma_{t+1} \), represent normally distributed random noise with zero mean and variance \( \sigma_{t+1}^{2} \). As the model outputs are characterized as a function of state variables and parameters, model predictions can be made by:

\[
y_{t+1}^{i} = h(x_{t+1}^{i}, \theta_{t+1}) + v_{t+1}, \quad v_{t+1} \sim N(0, Q_{t+1})
\]

where \( y_{t+1}^{i} \) is the prediction for ensemble member \( i \); \( h \) is the operator that relates state variables and parameters to observations (streamflow) and yields the expected value of the prediction given model states and parameters; \( v_{t+1} \) represents the prediction error with zero mean and variance \( Q_{t+1} \).

The SIS algorithm begins with Monte Carlo sampling from a proposal density (Moradkhani et al., 2005a). When an observation becomes available, the filtering posterior density can then be approximated by:

\[
p(x_{t+1}^{i}, \theta_{t+1} | y_{t+1}) \approx \sum_{i=1}^{N} w_{t+1}^{i} \delta(x_{t+1}^{i} - x_{t+1}^{i}, \theta_{t+1} - \theta_{t+1})
\]

where \( N \) represents the ensemble size; \( w_{t+1}^{i} \) is the posterior weight for ensemble member \( i \) at time \( t+1 \); \( \delta(\cdot) \) denotes the Dirac delta function. The posterior weight is estimated based on the normalized likelihood function that can be calculated by:

\[
p(y_{t+1} | x_{t+1}^{i}, \theta_{t+1}) = \frac{L(y_{t+1} | x_{t+1}^{i}, \theta_{t+1})}{\sum_{i=1}^{N} L(y_{t+1} | x_{t+1}^{i}, \theta_{t+1})} = p(y_{t+1} - y_{t+1}^{i} | \theta_{t+1})
\]

where \( y_{t+1} \) is the perturbed observation with an assumed error at time \( t+1 \) (Moradkhani et al., 2012). When the normalized density is calculated, the posterior weight for each ensemble member can be obtained by:

\[
w_{t+1}^{i} = \frac{w_{t+1}^{i} \cdot p(y_{t+1} | x_{t+1}^{i}, \theta_{t+1})}{\sum_{i=1}^{N} w_{t+1}^{i} \cdot p(y_{t+1} | x_{t+1}^{i}, \theta_{t+1})}
\]

where \( w_{t+1}^{i} \) is the prior weight at time \( t+1 \) which is equal to the posterior weight at time \( t \). A weighted sample of model realizations can thus be generated, leading to an estimation of the posterior distribution (DeChant and Moradkhani, 2012).

The weights of particles are updated according to the normalized likelihood function in a recursive manner. However, most particles will carry negligible weights after a few iterations, resulting in severe particle degeneracy. The occurrence of particle degeneracy can be examined by calculating the effective sample size:

\[
N_{\text{eff}} = \left( \sum_{i=1}^{N} (w_{t+1}^{i})^{2} \right)^{-1}
\]

To address the problem of particle degeneracy, the sampling importance resampling (SIR) technique can be performed when the effective sample size \( N_{\text{eff}} \) drops below a pre-specified threshold which has been set to \( N_{\text{eff}}/2 \) in this study (Vrugt et al., 2013). After resampling, the MCMC algorithm can then be used to maintain particle diversity and quality. The MCMC is able to maximize the search of the parameter space by creating a proposal parameter distribution, and then the metropolis acceptance ratio is used to avoid parameter samples moving outside the filtering posterior distribution so as to ensure that parameters do not diverge (Moradkhani et al., 2012). The metropolis acceptance ratio is calculated by comparing the probabilities of proposed joint state parameters and resampled joint state parameters:

\[
\alpha = \min \left( 1, \frac{p(x_{t+1}^{i}, \theta_{t+1} | y_{t+1})}{p(x_{t+1}^{i}, \theta_{t+1} | y_{t+1})} \right)
\]

where the probability of the proposed joint state parameters, \( p(x_{t+1}^{i}, \theta_{t+1} | y_{t+1}) \), can be calculated as follows:

\[
p(x_{t+1}^{i}, \theta_{t+1} | y_{t+1}) = p(y_{t+1} | x_{t+1}^{i}, \theta_{t+1}) p(x_{t+1}^{i}, \theta_{t+1})
\]

The probability of the resampled joint state parameters is then calculated similarly. The particle Markov chain Monte Carlo (PMCMC) with the SIR algorithm is able not only to ensure that the particles remain in the filtering posterior density through the acceptance/rejection step but also to promote sample diversity, reducing both particle degeneracy and impoverishment problems. The PMCMC is capable of deriving posterior distributions of model parameters with reduced uncertainty through sequential assimilation of available observations. To further quantify uncertainties in hydrologic predictions, it is necessary to explore the forward propagation and evolution of uncertainty in model parameters after the data assimilation operation.

### 2.2. Factorial polynomial chaos expansion

To explicitly characterize the propagation of uncertainty through complex dynamic systems, the response variable can be represented by a nonlinear function with a set of random variables. The PCE is recognized as a powerful tool to express the evolution of uncertainty in random dynamic systems. The PCE was first introduced by Wiener (1938), which can be used as a functional approximation of the hydrologic model through a series expansion of orthogonal polynomials. When model parameters are normally distributed random variables, the probabilistic output can be represented by multivariate Hermite polynomials (Xiu and Karniadakis, 2002), and written as:

\[
y = a_{0} + \sum_{i=1}^{d} a_{i} \Gamma_{i}(\xi_{i}) + \sum_{i_{1}=1}^{d} a_{i_{1}} \Gamma_{2}(\xi_{i_{1}}, \xi_{i_{2}}) + \sum_{i_{1}=1}^{d} \sum_{i_{2}=1}^{d} a_{i_{1}i_{2}} \Gamma_{3}(\xi_{i_{1}}, \xi_{i_{2}}, \xi_{i_{3}}) + \ldots
\]

where \( a_{0} \) and \( a_{i_{1}i_{2}\ldots i_{d}} \) are the PCE coefficients to be estimated through model simulations, and \( \Gamma_{d}(\xi_{i_{1}}, \ldots, \xi_{i_{d}}) \) are Hermite polynomials of order \( d \) in terms of standard normal random variables \( \xi \). The general expression of Hermite polynomials is given by:

\[
\Gamma_{d}(\xi_{1}, \ldots, \xi_{d}) = (-1)^{d} e^{\xi_{1}^{2}/2} \frac{\partial^{d}}{\partial \xi_{1} \ldots \partial \xi_{d}} e^{-\xi^{2}/2}
\]

Eq. (9) can be rewritten in a straightforward way as:

\[
y = \sum_{j=1}^{P} a_{j} \Psi_{j}(\xi)
\]

where there is an one-to-one mapping between functions \( \Gamma_{d}(\xi_{i_{1}}, \ldots, \xi_{i_{d}}) \) and \( \Psi_{j}(\xi) \) (Li and Zhang, 2007), and the total number of PCE terms \( P \) can be determined by the dimensionality \( N \) and the degree \( d \) of the PCE as:

\[
p = \frac{(N + d)!}{N!d!}
\]
The unknown coefficients in the PCE can be determined by the probabilistic collocation method that equates the model outputs and the estimates of the corresponding PCE at a set of selected collocation points. The selection of collocation points follows a standard procedure (Tatang et al., 1997), in which collocation points are selected from the roots of the Hermite polynomial of one degree higher than the order of the given PCE. For example, to solve for a two-dimensional second-order PCE given by \( y = a_0 + a_1x + a_2y + a_3(x^2 - 1) + a_4(y^2 - 1) + a_5x^2y + a_6xy^2 \), the roots of the third-order Hermite polynomial expressed as \( H_3(z) = z^3 - 3z \), are \(-\sqrt{3}, 0, \sqrt{3}\). Thus, the collocation points are chosen from all combinations of the roots of the third-order Hermite polynomial, including \((-\sqrt{3}, -\sqrt{3}), (-\sqrt{3}, 0), (-\sqrt{3}, \sqrt{3}), (0, -\sqrt{3}), (0, 0), (\sqrt{3}, -\sqrt{3}), (\sqrt{3}, 0), \) and \((\sqrt{3}, \sqrt{3})\). The number of collocation points for an N-dimensional PCE of order \( d \) can be determined as \((d + 1)^N\).

To obtain a robust estimate of the unknown coefficients in the PCE, a multi-level factorial experimental design of collocation points was proposed by Wang et al. (2015c), leading to a factorial polynomial chaos expansion (FPCE). The FPCE can not only quantify uncertainties in model outputs through the propagation of parameter uncertainties in dynamic systems, but also reveal the statistical significance of model parameters and their interactions that affect the predictive performance.

Factorial design of experiments is a powerful tool for planning numerical experiments, so that appropriate data can be collected and then analyzed by statistical methods for drawing valid and objective conclusions (Montgomery and Runger, 2013). Factorial analysis can thus be used to examine the effects of multiple factor variables and their interactions on response variables by conducting hypothesis tests with the \( F \)-statistic (Wang and Huang, 2015; Wang et al., 2016). In a factorial experiment, all combinations of levels (e.g., collocation points) of factors are investigated through a factorial design. For example, if there are a levels of factor A, b levels of factor B, and c levels of factor C, there will be a total of abc observations in a complete factorial experiment. The effects model for such a factorial experiment can be expressed as:

\[
y_{ijk} = \mu + \tau_i + \beta_j + \gamma_k + (\tau\beta)_ij + (\tau\gamma)_ik + (\beta\gamma)_jk + \epsilon_{ijk}
\]

where \( \mu \) is the overall mean effect; \( \tau_i \) is the effect of the ith level of factor A; \( \beta_j \) is the effect of the jth level of factor B; \( \gamma_k \) is the effect of the kth level of factor C; \( (\tau\beta)_ij \) is the effect of the interaction between factors A and B; \( (\tau\gamma)_ik \) is the effect of the interaction between factors A and C; \( (\beta\gamma)_jk \) is the effect of the interaction between factors B and C; \( \epsilon_{ijk} \) is the random error component. The effects model contains three main effects, three two-factor interactions, a three-factor interaction, and an error term. The effects are defined as deviations from the overall mean, so \( \tau_1 = 0, \beta_1 = 0, \gamma_1 = 0, \sum_{i=1}^{a} \tau_i = 0, \sum_{j=1}^{b} \beta_j = 0, \sum_{k=1}^{c} \gamma_k = 0, \sum_{i=1}^{a} (\tau\beta)_ij = 0, \sum_{j=1}^{b} (\tau\gamma)_ik = 0, \sum_{k=1}^{c} (\beta\gamma)_jk = 0, \) and \( \sum_{i=1}^{a} (\tau\beta\gamma)_ijk = 0 \) (Montgomery, 2000).

To test the statistical significance for design factors and their interactions, the \( F \)-statistic can be used as follows:

\[
F_A = \frac{SS_A/(a - 1)}{SS_A/abc(n - 1)}; \quad F_B = \frac{SS_B/(b - 1)}{SS_B/abc(n - 1)}; \quad F_C = \frac{SS_C/(c - 1)}{SS_C/abc(n - 1)}.
\]

where \( SS_A, SS_B, SS_C, SS_{AB}, SS_{AC}, SS_{BC}, SS_{ABC} \) and \( SSE \) are the sum of squares for factors A, B, C, and the \( A \times B, A \times C, B \times C, A \times B \times C \) interactions, as well as the error component, respectively; \( SS_A \) represents the total sum of squares. They can be calculated by:

\[
SS_A = \frac{1}{bcn} \sum_{i=1}^{a} \sum_{j=1}^{b} y_{ij.}^2 - \frac{y_{..}^2}{abc}; \quad SS_B = \frac{1}{acn} \sum_{j=1}^{b} \sum_{k=1}^{c} y_{.jk}^2 - \frac{y_{..}^2}{abc}; \quad SS_C = \frac{1}{bmn} \sum_{i=1}^{a} \sum_{k=1}^{c} y_{.ik}^2 - \frac{y_{..}^2}{abc};
\]

\[
SS_{AB} = \frac{1}{bcn} \sum_{i=1}^{a} \sum_{j=1}^{b} \sum_{k=1}^{c} y_{ijk}^2 - \frac{y_{..}^2}{abc} - SS_A - SS_B; \quad SS_{AC} = \frac{1}{bmn} \sum_{i=1}^{a} \sum_{k=1}^{c} \sum_{l=1}^{d} y_{ikl}^2 - \frac{y_{..}^2}{abc} - SS_A - SS_C; \quad SS_{BC} = \frac{1}{acn} \sum_{j=1}^{b} \sum_{k=1}^{c} \sum_{l=1}^{d} y_{jkl}^2 - \frac{y_{..}^2}{abc} - SS_B - SS_C; \quad SS_{ABC} = \frac{1}{bmn} \sum_{i=1}^{a} \sum_{k=1}^{c} \sum_{l=1}^{d} \sum_{m=1}^{e} y_{ijkl}^2 - \frac{y_{..}^2}{abc} - SS_A - SS_B - SS_C - SS_{AB} - SS_{AC} - SS_{BC} - SS_{ABC};
\]

where \( y_{..}, y_{ij}, y_{ik}, y_{jk}, y_{ikl}, \) and \( y_{ijkl} \) denote the total of all observations under the ith level of factor A, the jth level of factor B, the kth level of factor C, the \( ij \)th interaction between factors A and B, the \( ik \)th interaction between factors A and C, the \( jk \)th interaction between factors B and C, and the \( ikj \)th interaction between factors A, B, and C, respectively; \( y_{..} \) denotes the grand total of all observations. These statistics are useful for decomposing the total variance into its contributing components, which can explicitly reveal the statistical significance of design factors and their interactions that affect the model performance (Wu and Hamada, 2009; Shen et al., 2012; Wei et al., 2013; Wang et al., 2015a; Zeng et al., 2016).

2.3. Particle Markov chain Monte Carlo simulation coupled with factorial polynomial chaos expansion

The PMCMC algorithm recursively updates model states and parameters through sequential assimilation of observations, greatly reducing the uncertainty and improving the accuracy in hydrologic predictions. When the posterior distributions of model parameters are derived from the sequential data assimilation using the PMCMC, the predictive uncertainty can be further characterized through the forward propagation and evolution of parameter uncertainty. The FPCE can be used to reveal the statistical significance of model parameters and their interactions that influence the predictive performance in the uncertainty propagation process,
advancing our understanding of complex dynamics and chaos in hydrologic prediction systems. However, the posterior parameter densities are often derived with irregular distributions through the PMCMC, resulting in a potential challenge in implementing the further quantification of uncertainties in hydrologic predictions. As a result, data transformation techniques are needed to convert the irregular posterior distributions of model parameters into specific distributions (e.g., Gaussian, uniform, and gamma), establishing a seamless bridge between hydrologic data assimilation and forward uncertainty quantification.

The Gaussian anamorphosis technique is applied to transform the posterior distributions of model parameters to standard normal distributions after the data assimilation operation. The Gaussian anamorphosis is a nonlinear and monotonic transformation technique, which is able to link an arbitrarily distributed variable \( y \) and its Gaussian transform variable \( z \) through their cumulative distribution functions (CDFs):

\[
z = G^{-1}(F(y))
\]

where \( F(y) \) is the empirical CDF of \( y \), and \( G \) is the theoretical standard normal CDF of \( z \). As \( G \) is monotonously increasing, the inverse \( G^{-1} \) exists (Schöninger et al., 2012). Eq. (24) is called the Gaussian anamorphosis function.

Following Johnson and Wichern (1988), the empirical CDF of \( y \) can be obtained as follows:

\[
F_j = \frac{j - 0.5}{N}
\]

where \( j \) is the rank of the sample data, and \( N \) is the sample size. The sample data of the Gaussian transform variable \( z \) can then be obtained according to the empirical CDF \( F_j \), and their data ranges can be determined as:

\[
z_{\min} = G^{-1}(1 \div (1 - 0.5) / N)
\]
The Gaussian anamorphosis technique is able to combine the PMCMC and the FPCE algorithms within a unified probabilistic framework. As shown in Fig. 1, the unified probabilistic framework consists of two parts, including the sequential data assimilation using the PMCMC and the forward uncertainty quantification using the FPCE. Such a unified framework is able to systematically quantify and reduce uncertainties in hydrologic predictions and explicitly reveal potential interactions among system components in the uncertainty propagation process. This developed approach greatly enhances the robustness of hydrologic modeling and facilitates our understanding of the dynamic behavior of hydrologic systems.

3. Experimental setup

The unified probabilistic framework is applied to predict daily streamflow in the Xiangxi River watershed. The Xiangxi River is the largest tributary of the TGR in Central China’s Hubei Province (as shown in Fig. 2). The Xiangxi River watershed with a total area of 3099 km² lies in the subtropical region, and experiences a typical continental monsoon climate with substantial temperature variations in Spring and concentrated rainfalls in Summer. The weather is rainy in Autumn and snowy in Winter. Temperature and precipitation are also influenced by the mountainous topography of the watershed, and vary significantly with altitude. The Xiangxi River watershed is characterized by a large difference in elevation. The river originates at an elevation of 3088 m near the source of the watershed in the Shennongjia Mountains, while it reaches an elevation as low as 67 m at the outlet of the watershed where the Xiangxi River discharges into the Yangtze River. It is one of the most representative watersheds in the TGR region in terms of topographic properties, runoff volumes, and economic conditions (Han et al., 2014).

In this study, data assimilation experiments using the PMCMC algorithm were undertaken through HYMOD which is a well-known rainfall-runoff model with a daily time step (Moore, 1985). The runoff production in HYMOD is represented as a rainfall excess process, and the runoff is determined according to a probability-distributed storage capacity model (Moore, 2007; Bulygina and Gupta, 2011; Young, 2013). The catchment is considered as an infinite amount of points, and each of them has a certain soil moisture capacity denoted as \( c \). Due to spatial variability such as soil type and depth within the catchment, the variability of soil moisture capacities can be characterized by a CDF defined as:

\[
F(c) = 1 - \left(1 - \frac{c}{C_{\text{max}}}\right)^{b_{\text{exp}}} \quad 0 \leq c \leq C_{\text{max}}
\]

where \( C_{\text{max}} \) is the maximum soil moisture capacity within the watershed, and \( b_{\text{exp}} \) is the degree of spatial variability in soil moisture capacities and affects the shape of the CDF. The CDF indicates the probability of occurrence of a specific soil moisture capacity across the catchment. The HYMOD model partitions excess rainfall into surface and subsurface storage through a partitioning factor, \( \beta \). The surface storage is characterized by three quick-flow tanks, and the subsurface storage is represented by a single slow-flow tank. The residence time of slow- and quick-flow tanks are represented as \( R_s \) and \( R_q \) respectively. The generated streamflow is thus the addition of discharges from the slow- and quick-flow tanks. The input data of daily precipitation \( P \) [mm/d] and potential evapotranspiration \( ET \) [mm/d] are used to drive the HYMOD model.

The HYMOD is characterized by the five aforementioned model parameters, including \( C_{\text{max}}, b_{\text{exp}}, \beta, R_s, \) and \( R_q \). The initial ranges of model parameters are given in Table 1. In addition, the HYMOD consists of five state variables, including \( x_{\text{loss}}, x_{\text{slow}}, x_{\text{quick1}}, x_{\text{quick2}}, \) and \( x_{\text{quick3}} \). \( x_{\text{loss}} \) represents the soil moisture storage within the

\[ z_{\text{max}} = G^{-1}(N - 0.5)/N \]  

(27)
watershed, \( x_{\text{slow}} \) denotes the slow-flow tank storage (subsurface storage), \( x_{\text{quick1}}, x_{\text{quick2}}, \) and \( x_{\text{quick3}} \) are the quick-flow tank storages that represent temporary detentions (depression storages).

To properly assess the performance of the PMCMC algorithm, a synthetic experiment was conducted to generate the “true” model states and streamflow observations based on predefined model parameters and observed forcing data. The data assimilation using the PMCMC was then performed on the synthetic data set, and the convergence of model parameters to the predefined values was evaluated accordingly. To account for various sources of uncertainty, stochastic perturbations were imposed by adding noise to the forcing data (precipitation and potential evapotranspiration) and observations, leading to an ensemble of model variables. When the posterior parameter distributions were derived from the ensemble data assimilation experiment, the FPCE technique was then used to quantify uncertainties in hydrologic predictions through the propagation of parameter uncertainties. The PMCMC coupled with the FPCE is able to take into account hydrologic data assimilation and uncertainty quantification within a unified probabilistic framework.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Unit</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{\text{max}} )</td>
<td>Maximum storage capacity of watershed</td>
<td>mm</td>
<td>100</td>
<td>700</td>
</tr>
<tr>
<td>( b_{\text{exp}} )</td>
<td>Degree of spatial variability of soil moisture capacity</td>
<td>–</td>
<td>0.10</td>
<td>15.00</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Factor distributing flow to the quick-flow tank</td>
<td>–</td>
<td>0.10</td>
<td>0.99</td>
</tr>
<tr>
<td>( R_{\text{s}} )</td>
<td>Residence time of the slow-flow tank</td>
<td>day</td>
<td>0.01</td>
<td>0.20</td>
</tr>
<tr>
<td>( R_{\text{q}} )</td>
<td>Residence time of the quick-flow tank</td>
<td>day</td>
<td>0.10</td>
<td>0.90</td>
</tr>
</tbody>
</table>

4. Results and discussion

4.1. Sequential streamflow assimilation through particle Markov chain Monte Carlo

The PMCMC algorithm was used to assimilate daily streamflow into the HYMOD model over a time period of two years from January 1994 to December 1995. To account for uncertainties in forcing data and observations, the precipitation, potential evapotranspiration and streamflow observation were perturbed by adding random noise in the data assimilation experiment. Precipitation was assumed to have a log-normal error distribution with a relative error of 20% while the potential evapotranspiration and the streamflow observation errors were assumed to be normally distributed with a relative error of 20%. The parameter particles were sampled with an ensemble size of 150 at each time step, leading to posterior parameter distributions. The experimental factors were chosen based on sensitivity analysis.

Fig. 3 shows the temporal evolution of model parameters with 90% confidence intervals for streamflow assimilation. As the
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assimilation proceeds, the estimated mean values of posterior distributions for all parameters converge toward the true values given as: $C_{\text{max}} = 149\, \text{mm}$, $b_{\text{exp}} = 0.22$, $\beta = 0.09$, $R_s = 0.15\, \text{day}$, and $R_q = 0.10\, \text{day}$. Since the PMCMC is a recursive data assimilation method and its performance depends on the availability of new data and information in updating (correcting) parameter samples, the uncertainty degree (i.e. difference between maximum and minimum values) of model parameters is relatively high at the early stage of filtering, and the parameter uncertainty diminishes when new observations become available.

In terms of identifiability of model parameters, the slow-flow tank parameter $R_s$ is less identifiable than the others because the slow-flow tank has the minimum contribution to the volume of generated streamflow. Contrarily, the degree of spatial variability of soil moisture capacity, denoted by $b_{\text{exp}}$, shows the fastest convergence with the smallest uncertainty bound. This is because the spatial variability of soil moisture capacity is strongly correlated with the streamflow generation. The identifiability of model parameters and the recursive pattern of parameter evolution would vary across case studies due to the difference in hydrologic time series and interactions between state variables and parameters.

4.2. Quantification of predictive uncertainty through factorial polynomial chaos expansion

Since the posterior distributions of all parameters are derived from the sequential data assimilation experiment with the PMCMC, it is necessary to quantify uncertainties in hydrologic predictions through a forward propagation of parameter uncertainties. In addition, model parameters are not independent in the uncertainty propagation process; instead, they are correlated with each other, and their interactions have a significant impact on the predictive performance. As a result, it is indispensable to explore potential interactions among hydrologic parameters for advancing our understanding of the dynamic behavior of hydrologic systems.

The FPCE technique was used in this study to efficiently represent probabilistic streamflow predictions derived from the HYMOD model after the sequential data assimilation operation. As the rate of convergence of the Hermite orthogonal polynomials used in the FPCE was optimal for normally distributed stochastic processes, the posterior distributions of model parameters were transformed into normal distributions by using Gaussian anamorphosis. For illustrative purposes, Fig. 4 shows the histogram of original data, the empirical anamorphosis function, the histogram of transformed data, and the normal probability plot of transformed data for the slow-flow tank parameter $R_s$. The posterior distribution of $R_s$ was converted to the standard normal distribution through the Gaussian anamorphosis method in a straightforward way. When all parameters are normally distributed, they can be used to quantify uncertainties in hydrologic predictions through the FPCE.

Since there were five random parameters in the HYMOD model, a five-dimensional second-order FPCE was used to characterize uncertainties in streamflow predictions. To solve the second-order FPCE, the roots of the third-order Hermite polynomial $H_3(z) = z^3 - 3z$, namely $0$, $-\sqrt{3}$, and $\sqrt{3}$ were selected as the collocation points for estimating the coefficients of the FPCE.
Fig. 5. Comparison of probabilistic streamflow time series generated through HYMOD and FPCE.

Fig. 6. Probability plots of the 10 most significant effects. A, B, C, D, and E represent model parameters of $C_{\text{max}}$, $b_{\text{exp}}$, $\beta$, $R_s$, and $R_q$, respectively. (L) and (Q) denote first- and second-order effects, respectively.
Fig. 5 presents a comparison of probabilistic streamflow time series generated through the HYMOD model and the FPCE. The FPCE results agree well with the HYMOD simulation results in terms of mean values and standard deviations. This verifies that the FPCE is able to represent probabilistic outputs of streamflow predictions generated from the HYMOD model, and can then be used as an efficient alternative to quantify uncertainties and their interactions in hydrologic predictions.

4.3. Multivariate sensitivity analysis and interaction detection

In addition to the efficient quantification of predictive uncertainty, the FPCE is also able to estimate the statistical significance of model parameters and their interactions affecting the predictive performance, based on a $3^5$ factorial design with selected collocation points. Fig. 6 shows the probability plot of the 10 most significant effects. The spatial variability in soil moisture capacity, denoted as $b_{exp}$, has the largest linear effect on the performance of hydrologic prediction. This is because the runoff production is represented as a rainfall excess process in HYMOD, and the volume of surface runoff is estimated through a probabilistic soil moisture capacity model which is driven by rainfall and potential evapotranspiration data. As a result, the spatial variability in soil moisture conditions greatly influences the performance of streamflow predictions. In addition, the variability of soil moisture is closely correlated with the maximum soil moisture capacity within the catchment, and their pairwise interaction has a significant contribution to the variability in model performance. To conduct a robust

![Fig. 7. Main and total effects of model parameters by using the Sobol’s method.](image)

![Fig. 8. Desirability of model response for pairwise parameter interactions. Desirability values range from 0.0 for an undesirable response to 1.0 for a highly desirable response.](image)
assessment of parameter sensitivities and interactions, the variance-based sensitivity analysis based on the Sobol's method was also performed by using the SAFE toolbox developed by Pianosi et al. (2015). As shown in Fig. 7, the results obtained from the Sobol's method agree with those from the FPCE (Pianosi and Wagener, 2015; Sarrazin et al., 2016). The spatial variability in soil moisture capacity, denoted as \( b_{\exp} \), has the largest main and total (interaction) effects on the predictive performance.

Fig. 8 depicts the desirability of model response in terms of the root mean square error (RMSE) derived from various interactions between model parameters with each having three collocation points. The response desirability shows which parameter values produce the most desirable predicted response on RMSE, and the desirability values range from 0.0 for an undesirable response to 1.0 for a highly desirable response. The pairwise interactions between the degree of spatial variability in soil moisture capacity and the other parameters tend to produce relatively high desirability values of model response. When the maximum soil moisture capacity is 157 mm and the degree of spatial variability in soil moisture capacity is 0.24, the corresponding pairwise interaction would generate the most desirable response on the RMSE. Fig. 9 shows the variations of marginal means of the RMSE for the most significant three-way interaction. These plots indicate that the three-way interaction would reach the best predictive performance with the minimum RMSE value when the settings of the maximum storage capacity, the degree of spatial variability in soil moisture capacity, and the residence time of the slow-flow tank are 157 mm, 0.24, and 0.17 day, respectively. Our findings reveal dynamic interactions among model parameters and their contributions to the variation in the overall desirability of model response. These findings play a crucial role in advancing our understanding of nonlinear dynamics of hydrologic systems and maximizing the performance of hydrologic predictions through identifying the best parameter settings. Fig. 10 depicts the temporal dynamics in the sensitivity of the most significant model parameters and pairwise interactions. Results reveal that the parameter sensitivities vary in magnitude and direction over time due to the dynamic characteristics of hydrologic systems. In general, the performance of hydrologic predictions is more sensitive to the variation in model parameters and potential interactions when high streamflow values occur. Therefore, minimization of the errors in simulating high-flow events would significantly improve the overall accuracy of hydrologic predictions.

5. Conclusions

In this study, we developed a unified probabilistic framework that merges the strengths of the PMCMC and the FPCE algorithms for robustly quantifying and reducing uncertainties in hydrologic predictions. As an extension of the particle filter algorithm, the PMCMC was introduced to increase the diversity in posterior parameters through enhancing the posterior sampling with the MCMC, reducing the potential risk of sample impoverishment in sequential importance resampling and providing an accurate representation of uncertainty in hydrologic predictions.

When the posterior parameters were derived from the hydrologic data assimilation experiment using the PMCMC, the FPCE was introduced to quantify uncertainties in hydrologic predictions through the forward propagation of parameter uncertainties. In addition, the Gaussian anamorphosis technique was used to establish a statistical link between the PMCMC and the FPCE through a straightforward transformation of the posterior distributions of model parameters. Such a unified computational framework enables a systematic integration of data assimilation and uncertainty propagation techniques for robust hydrologic ensemble predictions.

Our results uncover the temporal evolution of model parameters for streamflow assimilation in the Xiangxi River watershed. As the PMCMC is a recursive data assimilation algorithm for estimating model states and parameters, the degree of uncertainty is relatively high at the early stage of filtering, but diminishes...
Fig. 10. Temporal variation in the sensitivity of model parameters and their interactions affecting the predictive performance.
gradually over time when new observations become available. Since soil moisture capacity plays an important role in predicting daily streamflow, the degree of spatial variability of soil moisture capacity is the most identifiable model parameter with the fastest convergence through the streamflow assimilation process. Our findings are useful for providing meaningful insights into the sequential data assimilation process, leading to robust streamflow predictions. In addition to the recursive estimation of model parameters and state variables through a streamflow assimilation experiment, the FPCE was used to efficiently quantify uncertainties and their interactions in hydrologic predictions. Our results reveal that the spatial variability in soil moisture conditions has the most significant effect on the performance of streamflow predictions, and its interaction with the maximum soil moisture capacity in the Xiangxi River watershed has a considerable contribution to the variability in predictive accuracy. Furthermore, parameter sensitivities and interactions vary in magnitude and direction over time due to the temporal and spatial dynamics of hydrologic processes. In general, the performance of streamflow predictions is more sensitive for high-flow events, and thus the accuracy of high-flow predictions plays a crucial role in maximizing the overall predictive performance. In addition, we realize that evaluation of predictive performance and identification of model parameters are conditional on different hydrologic metrics (Wang et al., 2015b). It is necessary to take into account various evaluation metrics for addressing different hydrologic characteristics, leading to a robust assessment of predictive performance. Our findings are useful for advancing our understanding of complex dynamics and chaos in hydrologic systems, and for improving the reliability and accuracy of streamflow predictions. The proposed unified computational framework has strong potential to strengthen our capability in providing robust hydrologic forecasting through integrating data assimilation with uncertainty quantification techniques in a systematic fashion. Future studies will be undertaken to examine the effectiveness and efficiency of the proposed methodology for more parameterized and complex hydroclimatic models.
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